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Abstract 

A 15-year-old hacked into the National Aeronautics and Space Administration (NASA) 

and acquired source code that runs the International Space Station, causing NASA to shut down 

its network for three weeks (Wilson, 2000).  In a sanctioned event, a 14-year-old demonstrated 

he could hack into an automobile’s computer and start a car.  He used $15 worth of electronics 

he purchased the day before and built his successful hack that evening (Brantly, 2017).  These 

are single actors with extraordinary talent, but extrapolate this to a federally supported army of 

talented individuals, and the capabilities they possess become exponentially frightening.  China 

is rumored to have several divisions of cyber-hackers, and Russia places emphasis on computer 

and math education and is known for developing some of the most famous malware in existence 

(Kumar, 2015; Blau, 2004; Krebs, 2017).   

This study explores the use of Modular Open Systems Approach (MOSA) as an open 

architecture approach to develop and maintain cyber-resilient weapon systems.  Historically, 

program managers have chosen to use a single-source, proprietary solution, which has been 

demonstrated to be a slow, high-cost tactic for maintaining a weapon system (SEI Podcast Series, 

2015).  Slow and expensive are not attributes conducive to maintaining a cyber-resilient system.  

In the world of cybersecurity, with constantly improving cyber attacks, it is mandatory to 

respond rapidly to threats from a multitude of adversarial types, including nation states, 

terrorists, and rogue individuals.   

The Department of Defense and the Army recognize the need to address both issues and 

have produced guidance for program managers to obtain cybersecurity certifications, such as an 

Authority to Operate (ATO), for systems and to employ an open system architecture for weapon 

systems where practical.  However, obtaining an ATO is a point-in-time event that grows 
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obsolete before the weapon is fielded, due to both the rapid advances in the threat technology as 

well as hackers’ ever-changing tactics.  

The point and time ATO issue creates a dichotomy in the program’s cost, schedule, and 

performance mandates.  The expense and time for addressing a constantly moving cyber target 

must be weighed against the other development and maintenance requirements for the system.  

In addition to the cost and schedule concerns, we cannot ignore the element of performance.  

Employing improved cybersecurity can negatively impact a system’s performance in two ways.  

First, improperly designed security can degrade performance or applying restrictive access 

procedures can make rapid employment of the system impossible.  Second, expensive upgrades 

to combat the cyber threat negatively impact the ability to spend funding on innovative 

improvements to the system.  Given that “the military has a difficult task of reducing costs while 

continuing to innovate,” it is essential to employ an open system approach which provides for 

more alternatives leading to cost, schedule, and innovation benefits (Haynes, 2013, p. 1).  

Adoption of MOSA has been slow due to a lack of education on the value this approach 

brings to the program manager (Moore, 2016).  This trend must change to provide more resilient 

systems to our warfighters and to allow for more rapid patching and updates for weapons, giving 

them a stronger cyber threat defense posture. Army leadership must make program managers 

place focus on cybersecurity for weapon systems through the integration of open systems 

architecture to provide the flexibility needed to maintain system survivability against cyber 

threats throughout the system’s entire lifecycle.        
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Introduction 

Background 

In its report to the House Armed Services Subcommittee on Tactical Air and Land 

Forces, the Government Accountability Office (GAO) stated, “Traditionally, DOD has acquired 

proprietary systems, which are costly to upgrade and limit opportunities for competition” (GAO, 

2013, p. 2).  Unfortunately, another disadvantage in maintaining a long-held, vendor-locked 

approach for weapon system development and sustainment: a lack of cyber resiliency, which 

directly impacts the system’s ability to survive. 

In a 2013 Report to the Under Secretary of Defense for Acquisition, Logistics and 

Technology (USD AL&T), the Defense Science Board (DSB) concluded, “While DoD takes 

great care to secure the use and operation of the ‘hardware’ of its weapon systems, these security 

practices have not kept up with the cyber adversary tactics and capabilities” (Gosler, Von Thaer, 

2013, p. 1).  The Washington Post reported that, as early as 1996, the GAO warned that 

adversaries had taken over some defense systems (Gregg, 2017).  The article also pulled a quote 

from the GAO report, which said, “Cyber attacks can target any weapon subsystem that is 

dependent on software, potentially leading to an inability to complete military missions or even 

loss of life” (Gregg, 2017, para. 15).  This ability to target specific systems is a growing trend in 

the hacker community (Bradley, 2018, May 4). 

Furthermore, according to a 2018 report the GAO submitted to Congress on Weapon 

Systems Cybersecurity from 2012 to 2017: 

DoD testers routinely found mission critical cyber vulnerabilities in nearly all 

weapon systems that were under development. Using relatively simple tools and 

techniques, testers were able to take control of these systems and largely operate 



OPEN SYSTEMS AND CYBER RESILIENCY  10 

 

undetected. In some cases, system operators were unable to effectively respond to 

the hacks. (Chaplain et al., 2018, p. 21)   

This illustrates the critical nature of placing an emphasis on cybersecurity, as adversaries 

are using much more sophisticated tools and techniques to gain control of systems.  If simple 

tools and techniques readily succeed in infiltrating our systems, there is little hope for stopping 

the more sophisticated approaches.  In a report first released in 2002 and updated several times 

between then and 2015, Carnegie Mellon University illustrated (Figure 1) that while the growth 

in the sophistication of the types of attacks has increased, these attacks have been developed by a 

smaller number of experienced hackers, and the overall knowledge level of the average hacker 

has decreased (Such, Gagliardi, & Woody, 2015).  This increased sophistication is coupled with 

the ease of use of the necessary tools, meaning that potential hackers no longer need to be as 

Figure 1. Attack sophistication versus average intruder knowledge (Cooke, 2013). 
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knowledgeable about the details of building a successful hack.  Those with the advanced 

knowledge frequently build the capability and provide it freely to all via the Internet.  With 

simple point-and-click user interface technology, inexperienced hackers are now making use of 

highly sophisticated tools to launch cyber attacks on our systems.   

Capability enabled by software and a requirement to interoperate with other systems 

dominates development time and costs for most weapon systems.  To demonstrate, the advanced 

capabilities demand sophisticated and complex software in commercial and military aircraft, 

which translates to exponential growth in the number of lines of source code needed to support 

these requirements (Figure ) (Simi, n.d.).  This increase in complexity thus forces the costs and 

time necessary to develop and ultimately maintain the software to surge at an equal pace 

(Cochran, 2001).  Additionally, these requirements introduce more complicated cybersecurity 

Figure 2. The growth in software complexity from 1969 to 1997 (Simi, n.d.). 
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demands on program managers and their teams to keep these systems secure in the face of 

increased cyber threats from peer or near-peer adversaries.   

Software has become a significant component of all DoD weapon systems and network 

communications.  The capabilities software delivers will continue to grow to provide our 

warfighters with the tactical advantage to dominate our adversaries.  This growth introduces a 

concern that the very adversaries these systems are developed to defeat will incapacitate or 

degrade them.  The increase in the number of countries, organizations, and individuals with 

capabilities to infiltrate virtually any system with computing technology means every system—

commercial or military—is susceptible to a cyber attack.  An analysis shared by Statista (2018) 

shows there were 157 data breaches in 2005; that number grew to just under 1,600 in 2017 

Figure 3. Data breaches from 2005 to 2018 (Statista, 2018). 
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(Figure 3).  These breaches impacted organizations within government and industry and caused 

billions of dollars in damages, lost time, and lost revenue.  

In a study of 2017 cyber attacks, the Online Trust Alliance identified three steps to 

improve security and reduce the risk of having data stolen from the network: regularly updating 

the software, blocking fake email and training users (Seals, 2018).  Each of the three 

recommendations improve the security posture; however, the software updates pose the greater 

impact on the cost of a system and are the most difficult for weapon system program managers to 

implement at the pace needed to keep their systems secure.   

As stated earlier, the staggering number of lines of source code coupled with the need to 

keep the systems updated to address the swiftly changing cyber threats will put a significant cost 

burden on program managers.  The rapidly growing and changing threats require these weapon 

systems to exist in a perpetual state of vulnerability, given the length of time needed to develop, 

test, and implement any patches, updates, or enhancements to thwart the enemy’s cyber assaults 

(Secureworks, 2017; Sobers 2019).     

Definitions 

 This paper will use terms that may be unfamiliar or may be interpreted differently by the 

reader.  There are numerous definitions for each of these terms, which may differ based on the 

context or point of view of the source.  To ensure consistency in understanding throughout this 

paper, the following definitions are provided: 

 Architecture: The specifications of a system designed under multifaceted, set principles 

defining structure, organization, and relationships of the components.  

 Cyber attack: An attempt to gain illegal access to a computer or computer system for the 

purpose of causing damage or harm (Merriam-Webster, n.d.). 
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 Cyber Survivability Attributes (Lamolinara, 2018):  

o Prevent: Design requirements that protect weapon system’s functions from most 

likely and greatest risk cyber threats.  This includes: 

 CSA 01 – Control Access,  

 CSA 02 – Reduce Cyber Detectability,  

 CSA 03 – Secure Transmissions and Communications,  

 CSA 04 – Protect Information and Exploitation,  

 CSA 05 – Partition and Ensure Critical Functions at Mission Completion 

Performance Levels, and 

 CSA 06 – Minimize and Harden Cyber Attack Surfaces. 

o Mitigate: Design requirements that detect and respond to cyber-attacks, enabling 

weapon systems functions resiliency to complete the mission.  This includes: 

 CSA 07 – Baseline & Monitor Systems, and Detect Anomalies, and  

 CSA 08 – Manage System Performance if Degraded by Cyber Events. 

o Recover: Design requirements that ensure minimum cyber capability available to 

recover from cyber attack and enable weapon system to quickly restore full 

functionality.  This includes: 

 CSA 09 – Recover System Capabilities.  

o All 3 KPP Pillars are touched by the final attribute: 

 CSA 10 – Actively Manage System’s Configuration to Counter 

Vulnerabilities 

 Cybersecurity: Prevention of damage to, protection of, and restoration of computers, 

electronic communications systems, electronic communication services, wire 
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communication, and electronic communication, including information contained therein, 

to ensure its availability, integrity, authentication, confidentiality, and non-repudiation 

(DoD CIO, 2014, March 14). 

 Modular Open System Approach (MOSA): An integrated business and technical 

strategy for competitive and affordable acquisition and sustainment of a new or legacy 

system, or a component within a system, over the entire system life cycle (ODASD, 

2017).  

 Open Architecture: A system in which the specifications are made public in order to 

encourage third-party vendors to develop add-on products.  

 Open System: A system in which the components and protocols conform to standards 

independent of a single supplier. 

 Open System Architecture (OSA): An architecture in which the interrelationships of the 

components are defined by interface standards, and the architectural principles and 

guidelines are consistent with an open systems approach (Oberndorf & Sledge, 2010, p. 

23). 

 Proprietary (Closed) Architecture: A system not available to outside software 

developers or manufacturers. Closed architecture prevents outside companies from 

developing products for such a system (Held, 2006). 

 System Architecture: The fundamental organization of a system, embodied by its 

components, their relationships to each other and the environment, and the principles 

governing its design and evolution (MITRE, 2015). 

 System Survivability Key Performance Parameter (SS KPP):  
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Intended to ensure the system maintains its critical capabilities under 

applicable threat environments.  The SS KPP may include reducing a system’s 

likelihood of being engaged by hostile fire, through attributes such as speed, 

maneuverability, detectability, and countermeasures; reducing the system’s 

vulnerability if hit by hostile fire, through attributes such as armor and 

redundancy of critical components; enabling operation in degraded electro-

magnetic, space, or cyber environments; and allowing the system to survive 

and continue to operate in or after exposure to a Chemical, Biological, 

Radiological and Nuclear (CBRN) environment, if required. In System of 

System (SoS) approaches, it may also include resiliency attributes pertaining 

to the ability of the broader architecture to complete the mission, despite the 

loss of individual systems (Department of Defense, 2015). 
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Problem Statement 

The United States is the largest target of cyber attacks in the world, the next two 

countries, India and South Korea, combined make up less than half of the number of attacks the 

United States experiences (Significant Cyber Incidents, 2018). The Department of Homeland 

Security (DHS) reported a significant increase in cyber incidents against U.S. critical 

infrastructure in 2015 (Meola, 2016; Jordan & Boudreau, 2013). In another report released in 

2017, the GAO discussed the increased reliance on computer-based technologies and how the 

Department of Defense’s (DoD) limited—but emerging—knowledge of how to protect these 

systems from a cyber-perspective raises concern from leadership (Government Accountability 

Office, 2017).  The same report highlights the chief challenge in providing cybersecurity for 

DoD is the services’ weapon systems dependency on software for providing critical capabilities 

and communicating over networks.   

Figure 4. Increase in threats from all parts of the world (Fireeye, 2018). 
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 Given that the typical approach to developing weapon systems is often based on the 

proprietary architecture of the supplier, follow-on upgrades or enhancements almost always 

entail exercising the same proprietary path (SEI Podcast Series, 2015).  So, the question 

becomes: How can an open systems approach be applied to address cyber survivability to rapidly 

mitigate and counter cyber threats to weapon platforms, allowing them to continue the fight after 

absorbing a cyber-incident? 

Program managers, engineers, testers, and users must be aware of the cybersecurity 

implications for their systems and actively contribute to the engineering design considerations 

and Tactics, Techniques, and Procedures (TTP) to be able to defend against and fight through 

cyber attacks. 

Purpose of the Project 

This paper will examine the value open systems architecture provides in developing 

weapon systems to be more cyber-resilient.  Assuming open systems architecture benefits the 

entire lifecycle of any system, the intended focus of this study will be narrowed to how this 

approach impacts the adaptability—thus, survivability—of the weapon system in a cyber-

contested environment.  The significance of this topic is grounded in the exponential rise in the 

level of sophistication and escalating frequency of cyber-attacks on all DoD systems. The 

combination of threats and slow progress in addressing cybersecurity make our weapon systems 

increasingly susceptible to successful breaches.  Cyber resiliency must be a key design 

consideration to maintain a weapon system’s effective operational status in much the same 

manner as maintenance or reliability are considered when designing traditional military weapons 

and vehicles such as an aircraft, tank, truck, or missile. 
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Significance of Research 

The Honorable Frank Kendall, Under Secretary of Defense for Acquisition, Logistics, 

and Technology (USD(AL&T)) recognized the importance of securing weapon systems and 

frequently made statements directly addressing the critical nature of cybersecurity. In an email 

on the subject he declared, “The threat is pervasive and dynamic—it isn’t going away and will 

never be fully defeated,” (Gregg, 2017, para. 20).  In his statement to cyber team members at the 

U.S. Navy's Space and Naval Warfare Systems Command (SPAWAR), he stated, “The overall 

focus of BBP 3.0 is the overriding concern that U.S. technological superiority is at risk” 

(Borland, 2016, para. 9).  The Better Buying Power (BBP) 3.0 initiatives are focused on the chief 

areas of concern or interest from the DoD leadership, which makes this statement more 

significant.  Given the prevailing concerns outlined by DoD, this paper is significant and timely, 

as there is a reluctance to include the added design elements needed to develop an increased 

cybersecurity posture of a weapon system (Schmidt & Sledge, 2016).   

Until recently, for most weapon systems, there has been little emphasis placed upon 

cybersecurity.  This fact is illustrated in a recent GAO report highlighting that the cybersecurity 

test results for a five-year span were so poor that “DoD likely has an entire generation of systems 

that were designed and built without adequately considering cybersecurity,” (Chaplain et al, 

2018, p. 18).  This lack of cyber consideration is probable, due to a lack of specific direction in 

Operation Requirements Documents (ORD) or Capability Development Documents (CDD), 

under which most current programs operate (Murray, n.d., p. 5).  This oversight has recently 

changed with specific guidance for cybersecurity in several documents across the DoD and 

services.  For example, in 2015 the Joint Chiefs of Staff (JCS) updated their Joint Capabilities 



OPEN SYSTEMS AND CYBER RESILIENCY  20 

 

Integration and Development System (JCIDS) to include new a Key Performance Parameter 

(KPP), System Survivability, of which a key element is cyber survivability.   

As depicted in Figure 5, adding more cybersecurity features is a more complicated and 

costly effort upon discovering a vulnerability.  Another key consideration is that program 

funding decisions and funding priorities are made very early in a programs lifecycle.  Failure to 

plan for and resource cybersecurity early in the life cycle means that cybersecurity will not be a 

funding priority later.  Lack of funding causes further delays in testing beyond the time needed to 

implement fixes, as an additional cyber scan and analysis is needed when attempting to obtain an 

Authority to Operate (ATO) (Gregg, 2018).   Applying fixes to issues late make the corrections 

much more difficult and drive up the price of the system (Stecklein, 2004).  The rise in cost is 

exacerbated by the fact that the bulk of our weapon systems are developed by original equipment 

manufacturers (OEM) and suppliers using proprietary or closed solutions.  These systems do not 

provide the program manager the flexibility to explore cybersecurity considerations outside of 

the OEM or their subcontractors. This typically means there are limited options, which center on 

Figure 5. Cybersecurity in the acquisition lifecycle (Department of Defense, 2018, p. 7). 
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the original provider or one of its vendors, when attempting to bolt on expensive and time-

consuming solutions.  Once implemented, these solutions can prove to be ineffective, given the 

rapid rate of change of cyber-attack approaches and tools. 

While conducting their study on weapon systems’ cybersecurity, the GAO reported to the 

Senate that “this failure to address weapon systems cybersecurity sooner will have long-lasting 

effects on the department.” (Chaplain et al., 2018, p. 18).  Newer systems with high-level cyber 

protections also feel a ripple effect, as each system must interface and interoperate with the older 

systems that have easy-to-exploit vulnerabilities.  Once an adversary successfully infiltrates an 

older system, the connectivity with newer systems translates to an increased risk of intrusion or 

malware infection for the newer systems via these connections. 

Our weapons systems do not operate in isolation, as each requires interoperability or, at a 

minimum, communication with other systems to provide or receive data critical to the successful 

operation of the system or to provide the maximum benefit of the capability.  The significance 

this plays in cybersecurity is immeasurable, since the quantity, stealth, and degree of 

effectiveness of malware, such as worms that can traverse over network links and infect virtually 

any type of computing device, is growing.  Interconnectivity and interoperability are both a 

requirement and a curse for our systems.  The Army needs to connect with our team, including 

other services and coalition partners, but this requirement correspondingly provides the 

necessary connectivity for our adversaries to potentially exploit our system’s vulnerabilities from 

numerous avenues.  The DoD needs both interconnectivity and interoperability to win on the 

battlefield, so protecting these capabilities rises proportionally in importance with the precipitous 

increase in threats (Lacdan, 2018).  This means more than system engineers designing and 

developing cyber-hardened systems.  The finance and contracting contributors must have a basic 
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awareness of the importance of cybersecurity and adequately fund and contract for including 

work necessary to complete design and development of more survivable systems.  The operators 

of the weapon systems must be keenly aware of the threats and be trained so they are able to 

respond to attacks, allowing their system to continue to operate and stay in the fight.  The people 

aspect of a cyber-resilient system cannot be ignored, and the DoD is working to develop the 

offensive and defensive cyber soldiers that will be able to respond to cyber incidents (Sholtis, 

2017).  

The world witnessed the destructive capability of Stuxnet, a zero-day worm with stealth 

capability, bring down the nuclear capacity of Iran (Zetter, 2017; Ranger, 2018).  This worm—

and there are many others—traveled to its target location over time via several networks and 

systems.  There is no reason to believe a similar event has not been launched or is at least 

planned for a helicopter, tank, missile, or command and control system within the DoD 

inventory.  Should this type of attack be launched, it will require the combined capabilities of the 

system’s cyber defense and the operators to thwart the attack and keep the system mission 

capable.  To do this, engineers must design the system to meet the Cyber Survivability 

Attributes, and the Army must educate the operators to understand these attributes and train them 

to execute the TTPs for cyber incident response. 

Recent use of cyber warfare by Russia against Georgia, Crimea, and Ukraine illustrate 

that the strategic use of denial of service of important infrastructure, such as electrical and 

cellular services, is going to be the normal approach for engagement.  Destroying or significantly 

degrading the ability to exchange data and communicate is as important as or more important 

than targeting tanks and missiles with conventional firepower (Park, Summers, & Walstrom, 

2017).  
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Research Questions 

This paper will address the following questions to assist the reader in understanding 

MOSA, cybersecurity threats, and the value of designing systems with open architectures.  It will 

bring realization that aggressively treating cybersecurity as a design consideration significantly 

reduces risk.  The key is to develop the best strategies for mitigation of emerging cyber threats 

and to minimize the negative consequences if a cyber-attack is successful.  

1. What constitutes an open system architecture (OSA)? 

2. Are there added costs and time associated with developing a system using OSA? 

3. Does the use of OSA add to the complexity of the system development? 

4. Can a legacy system developed using proprietary architectures incorporate an open 

systems component? 

5. What is cybersecurity for weapon systems? 

6. How does incorporation of cyber defense impact system cost, schedule, and 

performance? 

7. How does an OSA help improve the cybersecurity posture of a system? 

8. How much OSA is enough?  How can this best be measured? 

  



OPEN SYSTEMS AND CYBER RESILIENCY  24 

 

Objectives and Outcomes 

 There are mandates and guidance from the DoD and the Department of the Army for 

including an open systems approach where feasible (Murray, 2012).  The Office of the Deputy 

Assistant Secretary of Defense (ODASD) (2017) identifies the primary benefits for systems 

incorporating an open systems approach:  

 Increasing competition,  

 Facilitating technology refresh,  

 Innovating,  

 Saving money, and  

 Enhancing interoperability.   

Leadership has updated existing guidance and created new guidance to address the need 

for cybersecurity for all DoD systems.  The overarching benefit of following this guidance is a 

staunch resistance to our adversaries’ cyber-attacks, making our systems more cyber-survivable.  

The objective of this research is to determine the value of implementing an open systems 

architecture when designing and developing weapons systems to make them more cyber 

resilient.  An OSA is a foundation for future efforts, as we are required to maintain a strong 

capacity for meeting the system survivability KPP.  To do this requires combating relentlessly 

changing cyber threats while keeping costs low and reducing development timelines. 

The discussion will illustrate the value an open system architecture has on creating a 

weapons system with reduced lifecycle costs, lower integration risk, and diminished 

susceptibility to obsolescence.  Program managers that initiate design with an open systems 

approach will find they are in an improved position to address the need to patch, modify, or 
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enhance their weapon system when the cyber environment necessitates action (Guertin, 2018; 

Zimmerman, 2015).   

Applying the MOSA principles of modular open systems (Figure 6), specifically 

principles two and four, provide the ability to incorporate change to meet the demanding and 

rapid changes necessary to improve overall system survivability from a cybersecurity perspective 

(Zimmerman, 2015).  Without any significant events, there remains a requirement under the Risk 

Management Framework (RMF) to scan the system annually as part of maintaining a valid ATO 

(Air Force LCMC, 2018).  Any findings during the annual scan must be mitigated, which may 

require system modifications or updates to TTPs.  By complying with the open systems 

architecture guidance, the program can maintain compliance with the cybersecurity requirement 

Figure 6. The pillars of affordable and adaptable open systems: MOSA Principles (Defense 

Acquisition University, n.d., p. 88). 
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with lower costs and reduced time to field impacts compared to a proprietary system (Air Force 

LCMC, 2018). 
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Literature Review 

Guidance 

The concept of using a MOSA — or modular, open approach — to developing systems 

has reached the DoD and is codified in several directives and instructions.  The Department of 

Defense Directive (DoDD) 5000.01 Change 2, August 31, 2018 – “The Defense Acquisition 

System” and the Department of Defense Instruction (DoDI) 5000.02, August 10, 2017 – 

“Operation of the Defense Acquisition System” provide clear directions to consider the use of 

MOSA to design and develop systems.  The 5000.01 language directs programs to use a 

modular, open-systems approach where feasible, while the 5000.02 further defines this to include 

the subsystem level, allowing programs to complete upgrades and employ multiple sourcing.    

Adopting MOSA standards gives the program managers several benefits (Rutkowski, 

2019).  First, an open architecture with independent modules allows for completing components 

for enhancements or improved cybersecurity posture.  Second, the program office is not required 

to update the entire system when a component needs to be replaced.  Next, as requirements 

change to meet mission, cyber, or obsolescence needs, the system can be configured more easily 

and can accept innovative assets rapidly.  Another benefit is cost savings, as the modular, open 

system accepts components from any supplier and can reuse technology developed under the 

same open standards.  Finally, as more systems incorporate open systems architecture and share 

technology across weapon systems, the level of interoperability increases.  This is significant in 

that open systems can more rapidly address needed changes to weapon systems to provide 

enhancements, fixes, and changes needed to meet constant cyber threats (Rutkowski, 2019; 

Zimmerman, 2018).  
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The increased concern over cyber vulnerabilities in all DoD systems led the JCS update 

the Manual for the Operation of JCIDS to include a requirement for all programs to meet cyber 

survivability as a KPP (Department of Defense, 2015).  This effectively ensures cybersecurity is 

mandated for all DoD systems.   

These and other guidance are clearly referenced in several memos from Honorable Frank 

Kendall (USD(AL&T)).  In a recent memo to the Chairman of the Defense Science Board, the 

Honorable Kendall points out that military systems are susceptible to cyber attacks on the 

heavily used Non-classified Internet Protocol Router (NIPR) network (Kendall, 2017).  The DoD 

guidance combined with the 2018 DoD Cyber Strategy illustrates that DoD leadership recognizes 

the value of employing an open systems approach to developing systems as well as the need for 

strong cybersecurity.     

 Army regulations mimic much of the direction the DoD provides.  The Department of the 

Army, CIO/G6 (2017) recently published Leaders Information Assurance / Cybersecurity 

Handbook, which points out, “Army regulations, policies and guidance provide the Army 

imperatives authority, responsibility and accountability necessary to promote a culture that is risk 

aware and complies with practices that minimize vulnerabilities to Army networks, systems and 

information” (p. 2).  The CIO/G6 admonishes Army leaders to “ensure that your organization 

remains committed to practices that protect Army networks, systems and information” 

(Department of Defense, 2017, p. 2). 

 The Army recognizes that every connected system has some level of vulnerability and 

our adversaries have sophisticated hacking tools but can make use of low-cost technology and 

other tools to attack our systems (Department of the Army, 2007).  Because our weapon systems 

are an attractive target for our adversaries, the Army has a requirement to test and certify all 
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systems prior to granting permission for their connection to an Army network (Department of the 

Army, 2013).  However, simply passing through the RMF process and addressing the current 

risks to the satisfaction of the Authorizing Official (AO) is not enough to ensure the most 

effective security possible for the system (Department of Defense, 2015).  The controls within 

RMF lack focus on meeting mission risk and operational resiliency weapon systems must have to 

be effective in the face of a cyber attack.  The users must understand the threat and, through 

training, be able to respond to incidents in a manner that keeps the system operational.  Another 

level of incident response is to report attacks and the resulting impacts, so the cyber professionals 

and system engineers can address the vulnerability and design fixes.  These can be materiel or 

TTPs that they implement to thwart future attacks of the type detected (Department of Army, 

CIO/G6, 2017). 

 Acknowledging the importance of the initial design in relation to building a cyber-

resilient system, the 2018 National Cyber Strategy demands we "promote foundational 

engineering practices to reduce systemic fragility and develop designs that degrade and recover 

effectively when successfully attacked" (The United States of America, 2018, p. 16).  The 2018 

DoD Cyber Strategy echoes the significance of maintaining a collaborative approach between 

services and industry partners to "strengthen the security and resilience of networks and systems 

that contribute to current and future U.S. military advantages" (Department of Defense, 2018, p. 

1).  The DoD cyber strategy’s guidance to accelerate development, innovate, and use existing 

commercial capabilities modified for military use are best addressed using an open systems 

architecture in weapon systems (Department of Defense, 2018, p. 4; Dattathreya, Cummings, & 

Sharafi, 2018).  The past approach of vendor-specific, proprietary systems has clearly 
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demonstrated that acceleration and integrating closed systems are not complementary 

requirements (Dattathreya, Cummings, & Sharafi, 2018).     

 The RMF for DoD Information Technology requires all systems to obtain an ATO prior 

to receiving approval to field (Department of Defense, CIO, 2014, March 12).  The RMF is 

designed to identify the security controls a system must address based on its security profile 

(Jackson, 2018).  The RMF process focuses on addressing risks and deciding whether a system 

should be fielded and used, based upon the mission requirements weighed against the risks 

identified in security scans and testing.  This process recognizes the inherent dangers of cyber-

vulnerabilities, and the annual scans enforce a constant review and analysis of the risks.  

However, this is only one piece of the total package necessary to secure our systems.  Everyone 

who touches the system, from requirements personnel to the operators and their leaders, must 

understand the importance of cybersecurity in general and the specifics for their system to be 

effective in reducing the threats upon the system’s ability to operate. 

Open Systems 

Open systems architecture combines well-defined interfaces with a modular approach to 

developing a system to allow for reduced life-cycle cost and time required for upgrades, system 

expansion, or maintenance support (Norton, 2015; Tokar, 2017).  Adopting OSA creates a 

competitive environment for systems to build and maintain a system over its useful life.  With 

upward of 70% of a system’s cost occurring in the sustainment phase, the benefit of reduced cost 

and schedule are primary drivers pushing DoD leadership to encourage weapon system program 

managers to advance designs to OSA (Doubenspeck, 2016).  The open architecture enables more 

vendors to participate in the acquisition process and provide innovative solutions to a system, 

ensuring its ability to accept enhancements, combat obsolescence, and robustly defend against 
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evolving threats (Department of Defense, 2013).  The resulting increased competition is a 

considerable benefit for creating a cyber-resilient system, as program managers have alternatives 

to provide needed adjustments when enhancing their systems and addressing obsolescence or 

cyber vulnerabilities.   

The characteristics common to capabilities developed under an open systems architecture 

include many of the requirements program managers have sought for their platforms or systems.  

A well-developed open architecture will support interoperability, reusability, maintainability, and 

scalability (ODASD, 2017).  Each of these performance parameters is important for a successful 

program and are more achievable with an open architecture.  The unlocked specifications this 

architecture provides equates to opening the door for multiple vendors to realistically compete 

for technology insertions.  A larger pool of potential vendors creates competition, which leads to 

innovation and more aggressive pricing—a phenomenon that has been demonstrated in several 

commercial industries, including the computer hardware and software markets (GAO, 2013).  

The defined interfaces mean that integration complexity is greatly reduced, leading to reusability, 

but is also a significant enabler for new capabilities to be developed and integrated as well 

(Tokar, 2017). 

Despite the demonstrated advantages of an OSA development approach, many program 

managers are more comfortable relying upon the single OEM or vendor’s proprietary approach 

for building systems (Schmidt & Sledge, 2016).  There is an element of value in long-term 

relationships with trusted OEM sources when supporting the weapon systems they helped to 

design and build.  Unfortunately, attempting to maintain a proprietary architecture in the face of 

cyber threats leaves our systems in a highly susceptible state and at risk of becoming ineffective, 

or worse, causing catastrophic results for our warfighters (Bradley, 2018; Hayes, 2017).  Systems 
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are no longer able to rely upon taking the “security through obscurity” approach as the primary 

means to avoid cyber threats. The days of hoping secret design architectures or that a hacker will 

not be able to find vulnerabilities in the system have long disappeared (Bradley, 2018, December 

12). This way of thinking is no match for today’s increasingly wily cyber adversary (Keeney, 

2018).   

There are several reasons for this reluctance to adopt OSA.  In many cases, the primary 

reason programs may be hesitant to migrate is due to the sheer volume of software they have 

already acquired for their systems.  In addition, the government workforce may be trailing 

industry in understanding open architecture and the value this method brings to a development 

approach (Serbu, 2013).  When it comes to building open architectures, industry and government 

must join forces in recognizing the value this approach can bring to each side.  Bringing the 

workforce on board is likely difficult, as many developers that built and now maintain these 

systems hold a “not invented here” condition that is prevalent in industry and within the services’ 

program offices (Schmidt, 2014).   

Another roadblock for adopting open systems is the misconception that open makes the 

system more vulnerable to cyber-attacks (Irwin, 2018).  The foundation of this fear is rooted in 

the confusion in terminology between open source and open systems.  An open source software 

offering is typically a no-cost executable with the original source code made available should the 

user wish to modify the application for specific needs (Midrack, 2018).  In most instances, users 

with little to no due diligence download only the executable from the Internet.  While there are 

vast numbers of legitimate providers of open source software, the lack of research can result in 

installing software infected with malware (Irwin, 2018).  An open system is a design approach 

involving the technical architecture under which a system is designed using a standards-based 
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foundation coupled with the business element of contracting for or supplying the capabilities 

developed using this approach.  Designing a system with open architectures and interfaces does 

not mean a supplier must reveal the “secret sauce” of a capability like we see in open source 

software (Pellerin, 2014).  To illustrate, the algorithms used in a navigation system do not need 

to be an element of the open portions of a product.  An open source solution can apply the open 

system approach, but it is not mandatory to use this approach to be classified as an open source 

software application.  

Understanding open systems is not common knowledge for everyone involved in 

developing requirements, designing solutions, contracting for the development, or managing the 

program.  To embrace an approach, it must be well understood to alleviate concerns or 

misconceptions about the impacts the architecture may have on the system.  Education is 

essential for everyone involved in the system on open systems to the level necessary for their 

roles in the process (Sledge, 2015).  There should be no mysteries or misconceptions inhibiting 

the adoption of an open systems approach as a viable means to achieve interoperability, 

adaptability, and robustness of a weapon system.   

When program managers accept OSA, they are typically looking to reduce costs and risk 

to their programs (Schmidt & Sledge, 2016).  PMs quickly realize this is important beyond the 

development phase, as illustrated in the reduction in costs and time needed to maintain a system 

over a long duration.  Maintenance involves hardware and software, as both elements will 

require attention as a system is used over time.  In the case of software, an obsolete operating 

system may need to be replaced.  Since the early stages of computing, many hardware companies 

have followed traditional proprietary architectures by directly coupling the operating system to 

the hardware (Shaffer, 2015).  This practice was common to gain efficiencies in processing, 
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given the limited resources available in early hardware and software components.  Conversely, a 

proprietary architecture is not conducive to rapid change, since a modification to update an 

operating system can become a major project that is both costly and time-consuming while 

keeping the system tied to a single vendor (Fisher, 2014).  However, an open, modular approach 

incorporating decoupling of hardware and software greatly reduces the effort for changing an 

operating system, as there are no required changes—or at most, smaller modifications—to 

software, and hardware components need no work done on them (Malekzadeh, 2014).  Adoption 

of OSA is imperative for DoD program managers to move their systems away from stove-piped 

methodologies to provide warfighting capability (Sledge, 2015). 

The services are working with industry and academia to develop architectures and 

standards to support this decoupling strategy (Serbu, 2019; Wong, 2013).  The Future Airborne 

Capability Environment (FACETM) and the Sensor Open Systems Architecture (SOSATM) are 

consortia made up of members from the defense industry, academia, as well as the Army, Air 

Force, and Navy, focusing on a technical and business standards-based open systems approach to 

developing capabilities for the warfighter.  In addition, organizations like the Aviation 

Development Directorate (ADD) of the U.S. Army Combat Capabilities Development Command 

(CCDC) Aviation and Missile Center (AvMC) are using these open systems approaches to 

reduce the need to repeat development efforts for similar capabilities across aviation platforms 

(Wigginton & Jacobs, 2018).  This means related reduction in integration and testing events 

further reducing implementation timelines.  Such a benefit translates into a system having 

improved response times to cyber threats as a primary avenue for successful breach of a system 

through software vulnerabilities.  Open systems allow for more rapid adaptability, allowing the 

employment of patches or upgrades to combat the threats identified since the last release of the 
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software (Tokar, 2017).  This is critical, since, historically, once a vulnerability has been 

discovered, the number of attacks on a system rapidly increases as the knowledge of the 

exploitability spreads (Arbaugh, Fithen, & McHugh, 2000).  In fact, the intrusion attempts will 

increase for a time after a patch has been released (Figure 7) until the hacker community learns 

through discovery that the vulnerability has been mitigated.  Proprietary systems limit the 

resources available to address issues and are more likely to be limited in the ability to employ 

emerging technologies without significant time and expense (Norton, 2015).  

The exclusive relationship a proprietary solution creates translates to a higher potential of 

new technology insertions essential to address issues that are not likely to happen in a timeframe 

that helps the program manager keep pace with the demands that growing cyber threats have 

introduced (Davis, 2018).  Commercial providers have adopted the open systems approach in a 

wide range of industries, which means the DoD program managers must move in this direction if 

Figure 7. Intrusion rates increase with the discovery of vulnerability 

(Arbaugh, Fithen, & McHugh, 2000). 
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they are going to comply with the DoD Cyber Strategy’s guidance to make use of Commercial 

off the Shelf (COTS) capabilities as the base and optimize them for use on weapon systems 

(Department of Defense, 2018, September 18).    

While the focus of the value proposition for open systems is centered on reducing costs 

and the time to field these systems, one should note that other benefits of an open architecture 

include reduced risk for obsolescence and improved cybersecurity (Manning, 2017).  Proprietary 

software capabilities built upon tightly coupled hardware limits the refresh and growth potential 

to the boundaries within the hardware.  Similarly, proprietary hardware solutions are limited to 

the innovation schedule and abilities of the original provider.   The DoD Under Secretary of 

Defense (ATL), Kendall identifies numerous initiatives in his BBP 3.0; one is to “strengthen 

cybersecurity throughout the product lifecycle,” and another is to “use Modular Open Systems 

Approach (MOSA) to stimulate innovation” (Department of Defense, Under Secretary of 

Defense, 2015, p. 2). Verifiable system interfaces developed to a common set of well-defined 

standards make using MOSA approach for designing and developing systems possible, thus 

supporting more rapid modifications that the system will need over its lifecycle (Wigginton & 

Jacobs, 2018). 

Current proprietary architectures are especially vulnerable to exploitation and are difficult 

to modify when changing threats jeopardize the survivability of the system (Schmidt, 2013).  

This holds true when we examine the largest provider of operating system and office automation 

software in the world: Microsoft.  The model Microsoft employs is a closed system, and it 

experiences continued growth in the number of vulnerabilities hackers exploit each year (Loeb, 

2018).  The issue is the number of eyes Microsoft can pay to design, develop, and test its 

software products.  To help reduce the errors in its software, the company uses early releases to a 
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limited community of users to alpha and beta test major releases (Vijay, 2018).  While this 

method is an effective approach, it is difficult to detect everything that might generate an 

exploitable condition, so Microsoft issues patches on a routine basis to combat the known defects 

discovered since the last patch (Fisher, 2019).  Frequent patching at the level of a commercial, 

proprietary software product is not possible in proprietary weapon systems under contracts to 

specific vendors.   

In cases where program managers have significant resources tied to a proprietary 

solution, it is important to understand that OSA remains a viable consideration.  Despite having 

proprietary origins, there are options available for incorporating capabilities designed under the 

OSA concepts (Serbu, 2013).  The first step is that the program manager must recognize the need 

for taking a hard look at proprietary systems and find creative ways to add open interface 

enhancements for integration.  For example, the Air Force added open interfaces to its 

Distributed Common Ground System (DCGS) using an approach called “sidecar” (Serbu, 2013).  

Taking this method and applying it to the proprietary DCGS enables developers from the 

“outside” to use the interface definitions to build capabilities and integrate them with DCGS’ 

core application. 

Figure 8. Example HOST component categories. 
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  As previously mentioned, there are numerous efforts where the defense industry, 

academia, and the DoD Services have joined forces to develop open, standards-based guidelines 

for both hardware and software architectures.  The Hardware Open Systems Technology (HOST) 

led by the Naval Air Systems Command (NAVAIR) establishes a set of hardware standards that, 

when followed, provide opportunities for any hardware vendor to compete to provide a 

component (Warshawsky, 2015).  There are four components defined under the HOST standard: 

modules, enclosures, external interfaces, and transmission (Figure 8).  Briefly, the module 

component defines independent hardware management and monitoring as well as data exchange 

standards.  The enclosure establishes processing and storage resources.  The external and 

transmission components set the interface standards for communication for external and internal 

I/O respectively (Collier, 2017).  The Navy, Army, and Air Force each have active development 

and Small Business Innovation Research (SBIR) efforts for systems that are adopting the HOST 

standard for a variety of systems.  

Another significant standards community, the FACETM Consortium, focuses on providing 

a standards-based, open, modular approach to developing avionics software.  To meet this goal, 

the consortium has followed the guiding principles within Open Architecture (OA), Integrated  
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Modular Avionics (IMA), and MOSA to develop a standards-based approach for reusable and 

portable avionics software.  By defining architectural segments (Figure 9) and abstracting the 

hardware layer, the FACETM technical standard can be applied to all aviation platforms (Open 

Group, 2017).   

The underlying infrastructure is developed to be conformant to the MOSA standard, 

which means any capability developed to the FACETM standard is compliant with the DoD 

directive to use MOSA where practical (Open Group, 2017).   

Cybersecurity 

The very nature of cybersecurity is mysterious to most people, including those charged 

with developing and maintaining the DoD weapon systems (Dolan, 2016; Mazanec, 2015).  A 

recent statement from the DoD Defense Science Board highlights this fact, saying, “The United 

Figure 9. An example of FACETM architectural segments (Open Group, 2017).  
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States cannot be confident that critical IT systems can be defended from a well-resourced cyber 

adversary,” (Mazanec, 2015, p 194).  Understanding cybersecurity is important to be aware that 

in the cyber domain, an adversary can be one of our traditional near peer nation-states, such as 

Russia or China; rogue nation states, including North Korea and Iran; terrorist groups; or a 14-

year-old with $15 worth of equipment purchased at an electronics store and an evening’s worth 

of time (Brantly, 2017).    

Computer and weapon systems are more complex, and the methods used to build them 

are equal in complexity, leading to costs that are escalating to levels that are becoming 

prohibitive.  If this trend, continues it will eventually price the services out of their ability to 

provide technology to their users.  The DoD recognizes the need to put a focus on developing 

offensive and defensive cyber capabilities more rapidly, pointing to it as one of the department’s 

strategic lines of effort in the 2018 DoD Cyber Strategy.  Specifically, the strategy’s first line of 

effort reads, “Build a more lethal joint force” (Department of Defense, 2018, p.4).  Each of the 

four components of the building a more lethal force line of effort illustrates the critical nature of 

speed, innovation, improving technology, and using existing commercial capability.  The 

strategy emphasizes accelerated development and denotes qualities such as “adaptable” and 

“scalable” as key for providing flexibility to commanders.  The innovative aspect directly speaks 

to the need to be agile to keep up with “rapidly evolving threats and technologies in cyberspace” 

(Department of Defense, 2018, p. 4).  Agility is only obtainable through the use of an open 

systems approach for new systems and implementing changes in existing systems. 

On a positive note, the level of integration of hardware, software, and communication has 

tightly joined our systems to provide capability far beyond those of only a decade ago.  This 

rapid growth has introduced technical issues in maintaining the cybersecurity posture of these 
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complicated systems (DiMase, Collier, Heffner, & Linkov, 2015).  Nevertheless, increasing 

complexity has led to software growth within the weapon systems.  However, despite the best 

testing efforts each program office and DoD have established, there are still exploitable 

vulnerabilities in every system (Hawkins, 2018).  

A recent GAO report to the Committee on Armed Services of the U.S. Senate described 

the potential cyber-attack surface of a weapon system to clarify the extent of the cybersecurity 

surface (Chaplain et al., 2018).  While the system, illustrated in Figure 10, is fictitious, it 

provides an eye-opening view of the problem space.  Each of the software and hardware 

components identified represents a target of opportunity that potentially opens access to the other 

embedded elements of the system should an adversary successfully infiltrate it.  A second 

Figure 10. An illustration of a fictitious weapon system's embedded software and information 

technology (Chaplain et al., 2018). 
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illustration further enhances this issue by depicting potential points of entry into a weapon 

system, as shown in Figure 11 (Chaplain et al., 2018).  A common misconception many program 

offices have is that the systems they are developing are somewhat immune to the common 

threats of cyber-attacks that desktops and enterprise networks are subject to because their 

systems and weapon systems are protected by gates, guns, and guards that limit access.  For 

program managers of mobile weapons systems, this false sense of security is expanded because 

they believe that moving is another obstacle to an enemy combatant’s or terrorist hacker’s 

successful cyber strike.  The GAO report shows these interfaces to explain the multiple points of 

entry requiring defense, which should gain the attention of anyone responsible for architecture, 

design, development, or testing these systems (Chaplain et al., 2018).  In addition to the 

Figure 11. An illustration of a fictitious weapon system's interfaces (Chapain et al., 2018). 
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communications elements of these systems, there are the ports used to plug into systems to 

perform maintenance or download data that onboard systems capture.  These plugged-in systems 

typically are used on other networks, which provide opportunities for malware to be introduced 

to the weapon systems when authorized personnel connect them for maintenance or other 

activities (Chaplain et al., 2018).   

The increased dependency on complex software introduces a higher potential for 

software defects (Huda et al., 2018).  Defects of varying degree will exist despite the best efforts 

of developers and testers.  Coupling new systems with the vulnerabilities in the older, outdated 

systems commonly in use across the DoD means there are significant contributors to potential 

cyber vulnerabilities (Chaplain et al., 2018).  Older systems with outdated operating systems 

make attractive targets, since their vulnerabilities are well-known and likely not patched or 

updated in any manner due to diminished support from vendors (Irwin, 2018; Lindros, 2016).  

Figure 12. The flow of data via manual transfer using (a potentially 

compromised) USB drive (Carlson, 2018). 
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Because newer systems are required to interoperate with other systems, old or new, all 

interconnected systems now share common weaknesses.  These weaknesses are not limited to 

networked systems, as many weapon systems also require Universal Serial Bus (USB) ports to 

allow plug-in devices to connect (Chaplain et al., 2018).  The connectivity of these USB devices 

shares similar risks to networked systems, since their source of data comes from a networked 

computer and then is transferred via a manual process to connect to the weapon system (Figure 

12).   

Hackers discover and quickly exploit software flaws such as communication 

shortcomings found in such protocols as Secure Sockets Layer (SSL) or User Datagram Protocol 

(UDP).  In many cases, hackers make these exploits freely available to anyone who wishes to 

download them or sometimes sell them to organizations or nation-states in cases of zero-day 

exploits that are not known (Perlroth & Sanger, 2013).  Most industry experts estimate that there 

are 15 to 50 software defects, typically referred to as bugs, per 1000 source lines of software 

code (SLOC) (Anderson, 2018).  Reports indicate that the Android operating system has 

numbers as low as five bugs per 1000 SLOC (Buley, 2010).  Microsoft estimates that it finds 

about 10 to 20 defects per 1000 SLOC during testing but that its production versions end up with 

less than one defect per 1000 lines.  The true number depends on the complexity of the software 

and experience levels of the developers.   

Now, take for example the Air Force’s F-35 Lightning II Fighter Jet, which has over 8 

million lines of complex code supporting a variety of avionics critical to the flight and 

functionality of the aircraft (Heusel, 2017).  Using the lower number of defects estimated for 

production software at Microsoft means that users can expect about 8,000 defects of varying 

levels.  Some of those defects translate to vulnerabilities that may be exploited by a hacker.  This 
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can cause the F-35 to be non-operational or might be disastrous if the exploit is able to touch 

flight controls or other critical avionics.  However, implementing an open architecture system 

development approach like FACETM introduces the potential to reuse software from similar 

systems.  This goal is not often mentioned, but if used, it can mean using code that has been 

tested, used, and updated with improved code containing fewer defects, thus reducing the 

probable vulnerabilities available for a hacker to exploit. 

The cyber threats are not exclusively focused on software, given there have been exploits 

discovered in central processing units.  The Meltdown and Spectre exploits take advantage of 

hardware defects for widely used Intel and Advanced Micro Devices (AMD) microprocessors 

(Fritze & Schiller-Wurster, 2018).  One can mitigate hardware exploits through software or 

firmware updates or hardware replacements.  Threats or successful exploits of this nature, 

however, are not limited to computers, servers, and smartphones, since these microprocessors are 

integral components in our jets, missiles, and other weapon systems.   

In addition to software and central processing unit (CPU) exploits, there are known 

breaches to industrial control systems using programmable logic controllers (PLC).  This 

illustrates that malware can move from one type of technology to another.  For instance, the 

Stuxnet worm is purported to have been developed over several years and employed against 

Windows-based computers with an eventual target of a Siemens’ PLC used by nuclear 

centrifuges (Zetter, 2017).  The Stuxnet worm used network and USB drives to traverse systems 

until it was able to recognize a connected PLC for which it was designed to attack (Zetter, 2017).  

This demonstrates a major concern for our weapon systems, as there are many manufacturers and 

vendors supplying parts and software that factor into the cybersecurity posture.  Converting 

commercial implementation against PLCs to a focus on military-grade PLCs used on ships or 
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missiles is not complex.  While Stuxnet and similar worms work through the PLC programming, 

they can be detected and subsequently quarantined, but there are still larger concerns with 

potential rootkit level infections impacting the firmware of the PLC, making them much more 

difficult to detect (Basnight, Butts, Lopez, & Dube, 2013).   

Stuxnet is one of three known malware capabilities that have successfully engaged 

industrial control systems.  The others are ‘Industroyer’ and ‘Triton.’  The former is the first 

known malware used to successfully attack a power transmission station.  The outage lasted 

about an hour, indicating that hackers can take control and cause more damage (Greenberg, 

2017).  The third malware attack used ‘Tritan’ to take control of a nuclear safety control system 

in the Middle East (Xie, 2018).   

The DoD defense industry supply chain is as dependent upon networked communications 

and processing power as we are in government (GAO, 2017).  The concern over cyber threats 

injecting malicious software (malware) to generate hidden liabilities into our systems before we 

assemble them is not limited to the supply chain for each system.  There are recorded instances 

of DoD program offices undergoing attacks as well (Gorman, Cole, & Dreazen, 2009).  Focusing 

solely on the system in inadequate, since an exploited vulnerability is an open door to other 

connected organizations, as demonstrated by the attack on Target Stores via a trusted heating, 

ventilation, and air conditioning (HVAC) vendor (DiMase et al., 2015).     

 Comments such as, “My system is not information technology like your desktop,” is a 

common statement in the weapon systems’ community.  While correct on the surface, the 

underlying technologies weapon systems employ make them very much like the technology used 

on our desktops.  In fact, there are many instances of desktop technologies making their way into 

the weapon systems in use on the battlefield today.  Examples include the Joint Battle 
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Command-Platform (JBC-P), a more traditional software and hardware combination used 

throughout the Army and Marines (Department of the Army, 2012).  The Unmanned Aerial 

Systems’ (UAS) use of the One System Remote Video Terminal (OSRVT), a tablet computer 

capable of connecting to the aircraft and receiving video, demonstrates another traditional IT-

based capability (Garbarino, 2017).  The primary control for the UAS is the Ground Control 

Stations (GCS), which can consist of a laptop or a collection of multiple computer systems 

housed in shelters (Department of the Army, 2012). 

In both the OSRVT and GCS, the cyber vulnerabilities go well beyond the minimal 

software protection antivirus defenses offer.  There are other technical liabilities in the hardware 

and network communications that are necessary to make the UAS an effective tool for the 

warfighter (Mansfield, Eveleigh, Holzer, & Sarkani, 2015).  The network communication link 

between the GCS and the UAS in flight is especially prone to such attacks as Global Positioning 

System (GPS) spoofing or jamming (Rani, Modares, Sriram, Mikulski, & Lewis, 2016).  

Inexpensive technologies and well-known hacking techniques can provide a low cost of entry for 

a hacker to develop the capability to intercept the controls from the pilot of the UAS and force it 

to crash or behave erratically (Ranger, 2018).  The GCS to UAS communication is not the only 

networked weapon system capability impacted by the growth of cyber vulnerabilities.  The 

successes of previous attacks, such as Stuxnet and Tritan, are being used as the foundation for 

improved, more complex attacks that can be implemented against other systems (Basnight et al., 

2013; Ranger, 2018). 

These and other weapon systems using commercially available or commercial-like 

processing and operating system technologies are susceptible to the same exploits as traditional 

computing devices.  For example, there is a large market for zero-day exploits that hackers can 
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modify and develop into cyber weapons to attack an unsuspecting system manufacturer and 

ultimately infiltrate a weapon system (Thomson, 2018).  Given the chief tenant of a zero-day, 

that the provider or user community is unaware it exists, these exploits can take advantage of 

software weaknesses and disrupt the use of the system, making it unreliable or rendering it 

inoperable by disabling or destroying some portion of the system (Zetter, 2017; Thomson, 2018).  

The potentially serious impacts these exploits can have on a system have led traditional operating 

system and business capability providers, such as Microsoft and Apple, to offer large payouts to 

anyone who can identify and provide fixes for vulnerabilities in their products (Perlroth & 

Sanger, 2013).  This is not an approach available to the developers of DoD weapon systems, so 

another method is required to reduce the risks that zero-day and other exploits introduce. 

Increases in demand for integrated capabilities reliant upon data from other systems 

means we are developing more system-level software components to interface these systems to 

share data over the network.  Couple this with a significant growth in the number of people 

interested in finding vulnerabilities in software, and you have a formula for increased successful 

infiltrations (Irwin, 2018; Foale, 2018).  Expanding dependence on software in weapon systems 

opens the door for exploitable weaknesses too numerous to adequately defend.  Let’s return to 

our example of the F-35 Lightning II or Joint Strike Fighter (JSF), which is estimated to have 

more than eight million lines of code managing everything from communications and flight 

control to sensor fusion and weapons deployment.  Given the number of systems that interface 

with the F-35, the Air Force should have real concerns about protecting the operational 

capability of the aircraft (Sprenger, 2018).  

Similarly, the Army recently upgraded the vital systems—e.g. the sensors and a software-

defined radio known as the Join Tactical Radio System (JTRS)—on its battle tank, the Abrams, 
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to connect it to other systems on the battlefield (South, 2017; Department of the Army, 2012). 

The software-defined radio capability, coupled with the onboard network for this vehicle, 

introduces network and software vulnerabilities into the platform.  Vulnerabilities are inherent 

with any IT platform that is required to communicate or process data.  The sensors use the 

computer processing power to integrate sensor and radar data to detect incoming grenades or 

missiles and initiate countermeasures to protect the soldiers and vehicle (Rempfer, 2018).  This 

data must travel via the integrated network for processing on the computer in real time.  Any 

unwanted interruptions to this process would have severe ramifications, including potential loss 

of life. 

Leadership sees improvement in the cyber capabilities but understands that more needs to 

be done to overcome the military services’ history of slowly advancement due to restrictive 

policies and processes that remain prevalent in its acquisition cycle.  General Raymond A. 

Thomas III, the Commanding General of the U.S. Special Operations Command, complimented 

our cyber capability, but he also echoed his concern for the restrictive policies in his “Hot 

Topics” speech to the attendees of the Association of the U.S. Army’s Institute of Land Warfare 

event (Association of the U.S. Army News Staff, 2017).  General Thomas III insisted the speed 

of decision-making and action “must keep pace with the speed of war” (para. 4). 

A cyber-attack on military operations could be more devastating than the effects of 

traditional weaponry (Ranger, 2018).  Recognizing an understanding of cyberspace and the 

policies needed to address security, offensive and defensive strategy, and handling a crisis 

initiated by a cyber-attack, the Army fields student teams from West Point to compete in cyber-

policy case competitions (Suits, 2018).  This is the not the only education-related approach to 

addressing the growing cybersecurity field.  The DoD Cyber Strategy (2018) includes providing 



OPEN SYSTEMS AND CYBER RESILIENCY  50 

 

the current workforce with training opportunities, growing management skills in the cyber arena, 

and putting significant effort into primary and secondary education to promote science, 

technology, engineering, and math (STEM) disciplines. 

Cyber resilience 

“The rapid pace of change, however, is not something we should seek to slow down; 

rather, it is something we must embrace” (Alexander, 2013, p. 23).  This idea points directly to 

the need for our weapon systems to be cyber-resilient, which maps cleanly to the Protect, 

Mitigate, and Recover elements of the Cyber Survivability Attributes that are part of the System 

Survivability KPP mentioned earlier.  Army weapon systems take time to develop, and the 

security—often basic in nature—put into the systems is already vulnerable to new forms of cyber 

attack when systems are fielded.  Despite significant testing prior to production and fielding, 

both our adversaries’ and other hackers’ pace of cyber capabilities puts every weapon system 

behind the curve in terms of defending against the cyber threats they face (AMRDEC Public 

Affairs, 2016; DoD, 2018; Vijay, 2018).   

To maintain system effectiveness in the event of a cyber attack, the system, coupled with 

the operator’s actions, needs to be able to mitigate the impacts and recover to the level necessary 

to maintain operations.  Responding quickly and decisively to cyber-incident that impacts a 

subsystem or system is the key for resiliency.  Implementing MOSA approach for the system’s 

architecture can segment the critical areas of the system to address the confidentiality, integrity, 

and availability (CIA) of the physical system in the event of a cyber attack (Sheets, 2018).  To 

complete the total system resiliency, the Army must train the people element with the 

appropriate TTPs for cyber incident handling and response to keep the system operational in its 

potentially degraded mode (Honkus, 2015).   
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According to Xie (2018), on December 14, 2017, there was a little-publicized, successful 

breach of a nuclear safety control system believed to be located in the Middle East.  The 

attackers, assumed to be members of a nation-state, used malware to gain control of a 

workstation for the safety control, Xie (2018) noted, but per the design, the system automatically 

shut down to prevent any damage.  While the hackers were successful in taking control of the 

system, the automatic shutdown thwarted any more illicit activity.  However, what we must 

consider is that the attack did take the system offline, which may have been the attackers’ initial 

desire (Finkle, 2017).  This points to a lack of cyber resiliency, as the capability of the system 

was not available for a period.   

Now, translate this 

example into a weapon system 

during a battle. The effect of 

shutting down to avoid 

damage or unintended results 

is tantamount to the system 

being destroyed.  The goal of a 

weapon system incorporated 

with true cyber resiliency in its 

design is to minimize the 

negative impacts of a cyber 

attack and ideally allow the system to continue to function as intended without fear of damage or 

malfunctioning.   

Figure 13. Reported number of cyber incidents against 

U.S. critical infrastructure from 2012 to 2015 (DHS). 
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The successful nuclear safety control system hack was only one of many attacks that 

serve as an example of the growing number of attacks the DHS reports on our critical 

infrastructure each year (Figure 13).  If nation-states and other rogue organizations are interested 

in hacking our nation’s infrastructure and our DoD networks, we must assume there is equal 

interest in gaining access to our world-class weapon systems.  The key is to understand how long 

the nuclear safety control system remained offline for urgent, post-attack remediation and what 

required security modifications.  Even in cases where a system is truly cyber-resilient and can 

function despite an attack, one must take near-immediate corrective action to patch the 

vulnerability to prevent a drain on resources or the hacker’s ultimate success in infiltrating the 

system.  Whether the system is resilient or requires shutting down to prevent damage or misuse, 

the program office must strive to minimize the time the system is down (Figure 14) or limited in 

functionality due to the vulnerability or compromised state (Arbaugh, Fithen, & McHugh, 2000).   

Figure 14. Minimizing vulnerable and compromised states (Arbaugh, Fithen, & 

McHugh, 2000). 
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A successful approach to developing cyber-resilient systems must include a variety of 

stakeholders—ranging from those who generate requirements to engineers, OEMs, program 

office and senior leadership—contributing to the effort.  Hackers supported by terrorist 

organizations and nation-states employ a wide spectrum of approaches to gain access to our 

systems (Ranger, 2018).  Many of these approaches are not limited to the direct users of the 

systems, as they are very likely to involve other stakeholders who provide support or 

development for these systems.  Attacks using malware originating in email messages sent to 

individuals three and four layers removed from the system users are a common practice (Songer, 

2018; DiMase et al., 2015).    

Older systems have communication protocols that are not resistant to today’s 

sophisticated cyber attacks.  Various industries, including commercial airlines and the rail 

system, have recognized this fact.  The railroad industry supports many legacy systems that are 

vulnerable to attacks that potentially impact their services and passenger safety (Upton, 2018).  

There are efforts underway, at significant costs, to provide detection and some methods for 

protective actions to keep the trains safe from these cyber threats.  A significant number of our 

military systems used by our warfighters today use similarly outdated protocols and are not 

immune from the same methods hackers employ.   

There exists a proliferation of knowledge on the hacker-side of the cyber equation, and 

their ingenuity is expanding to find ways and means to infiltrate virtually any device with 

computing capability, including medical devices, door locks, and solar panels (Palmer, 2018; 

Szoldra, 2016).  There are hundreds of millions of devices in use today that can potentially 

become a point of attack for any other system, which further necessitates the need for cyber-

resilient systems.   
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Research Methodology 

Methodological Approach 

Given the rapidly changing landscape of the cyber environment, the research of relevant 

documents and publications is primarily limited to those published between 2010 to the present.  

There are some instances of government documents published outside of these dates.    

The research conducted is an extensive literature review of DoD and Army regulations, 

directives, instructions, and papers related to open systems and cybersecurity to gather a 

background on leader expectations in this area.  The reviewed information covers current efforts 

in both military and industry to capture current methods for building and maintaining cyber-

resilient systems.  The use of available online sources provided for the discovery of 

cybersecurity-related information and best practices.   

Additionally, the following sources for military resource information were utilized: 

Defense Technical Information Center (DTIC); Army Cyber Command (ARCYBER); Army 

Network Enterprise Technology Command (NETCOM); USCYBERCOM; Headquarters, 

Department of the Army (HQDA) CIO/G6; DoD CIO; and the Cyber Center of Excellence at Ft. 

Gordon. These sources provided the regulations, instructions, and policies as well as papers, 

briefings, research, and articles that cover cybersecurity, developing systems using open 

architectures, and standards.   

For sources outside of the government, the following tools were employed: Google 

Scholar, Google Search, and the online libraries for three universities: Columbia College, 

Webster University, and University of Phoenix.  The intended use of outside sources was to 

cover news about the DoD and services’ use of open architecture as well as to determine best 
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practices of industry in this area.  These sources also afforded access to information on cyber 

threats and industry’s approaches to addressing their need for resiliency.   

Data Collection 

 For this paper, the primary method for collecting data was a detailed search and analysis 

of relevant documents written on open systems, open architecture, cybersecurity, cyber threats, 

and cyber resiliency.  The bulk of these documents were found online and in online databases.  

In addition to the online documents, some sources were in printed versions of journals and 

magazines.  There are a limited number of references to conversations with leaders used to 

support the information shared in articles.   

Validity of the Research 

 The documents selected come from a wide range of authors from academia, industry, and 

the DoD.  This was purposefully done to provide a balanced look at the topic from a variety of 

vantage points and not taint the research from a single military or personal point of view.   

Limitations of Study 

 Every effort was made to provide a detailed, well-balanced look at the problem; however, 

there are some limitations that prevented the collection of more data and a deeper analysis of the 

results.  First, the paper’s due date prevented spending too much time conducting the amount of 

research necessary for a more in-depth look at an open system architecture’s impact on cyber 

resiliency.  The reduced time, coupled with a full schedule of other requirements, such as 

seminars, book reviews, and travel for Senior Service College Fellowship (SSCF) classes, 

limited my ability to follow several references’ trails to build a more complete understanding of 

the authors’ rationale for the articles and papers used for this paper.   
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 Another limitation was the restrictions on using surveys or interviews to gain the most 

current inputs of program managers, developers, users, and other key stakeholders for the 

weapon systems in use or under development.  An attempt to overcome these restrictions was 

made by searching for the most recent articles and papers written by these individuals and using 

previous conversations or meetings in which their views were expressed.   

 Finally, to a certain extent, the timing of this study was a limitation.  While open systems 

are not a new concept, it is not as readily adopted today as its availability might suggest.  The 

same is true for the cybersecurity portion of the study.  The DoD has modified the cybersecurity 

requirements several times to adjust to the rapidly changing cyber environment, but not much 

has been codified on the specific element of cyber resiliency.  Many programs are working to 

meet the current RMF guidance in a post-production environment, which focuses on known—

often outdated—threats.  This means that the Army has been working predominantly with legacy 

systems built using proprietary architectures.  There is little evidence available to provide a data-

driven recommendation on the success levels that have been achieved by using open systems 

architectures.  
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Analysis and Findings 

Summary of Findings 

“We should seek to understand cyberspace in its own terms and avoid ‘attempts to 

transfer policy constructs from other forms of warfare’” (Heftye, 2017, para. 11).  Several 

authors reviewed in this research demonstrate this notion (Ranger, 2018; DiMase et al., 2015).  

In the past, the military forces have been able to see the capability threats our adversaries 

developed, which made the call to action for defense against them easier to initiate and support.  

Despite reading about successful cyber attacks against commercial organizations, such as Target, 

Home Depot, and Equifax, or against government organizations like the Office of Personnel 

Management (OPM) and the Internal Revenue Service (IRS), many DoD programs are not 

making the connections relating these threats to a hackers’ ability to attack their weapon systems.   

Setting aside the fact that these attacks were not directed against a military weapon 

system, one should note that attacks may have far-reaching impacts on the organizations that 

develop our weapons.  Success in attacking those in the defense industry is well-documented.  In 

one example, Lockheed Martin—a large weapon systems provider— discovered that its security 

tokens provided by RSA (initials of three founders, Ron Rivest, Adi Shamir, and Leonard 

Adleman) were compromised (Jackson, 2011).  Had the company not discovered that attack, its 

network could have been compromised, ultimately bringing a lack of confidence in the security 

of the systems it provides.   

The confidence in a system is paramount for users, as illustrated in a recent attack on 

Delta Airlines. The target of this attack was customer information, but the lasting impact was 

increased concern on impacts to the planes and the notion that this could halt operations (Songer, 

2018).  The Stuxnet attack on a controller in a nuclear plant that originated on the desktops of the 
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part provider and the Delta Airlines attack clearly illustrate the understanding that a cyber threat 

against one type of system—in this case a customer support system—has the potential to migrate 

and attack other systems within the organization (Zetter, 2017; Songer 2018).   

A system can survive when it achieves cyber resiliency and can continue to operate or 

quickly recover from a cyber-attack (DiMase et al., 2015).  Meeting the ten CSAs found in the 

mandatory System Survivability KPP and successfully completing a series of testing events, 

beginning with table-top exercises against the proposed architecture and culminating in 

launching attacks against the system during operation testing, determines the ability of a system 

to weather a cyber attack.  The system’s ability to prevent, mitigate, and recover from these 

attacks at each stage needs to inform the design, development, and operation of the system at 

each stage of its lifecycle.   

An analysis of the information uncovered in the literature review highlights the ability of 

a system developed using an open systems approach to more rapidly incorporate change or 

technology insertions.  The research further reveals the high cost and extended time required to 

incorporate changes in a proprietary system with a single source provider.  Given the rapid 

evolution of the cyber threats and the growing number of actors with desires to infiltrate our 

weapon systems, it is critical to have the capability to modify a system quickly and reduce the 

vulnerabilities that may prevent the warfighter from using the weapon. 

There are many weapon system designs based on open architectures, which serve as 

positive examples to persuade any reluctant program managers who hear and act based upon 

emotional arguments and point to this approach having too many flaws and high costs that open 

systems are the right approach.  The Army has demonstrated open systems architecture 

development works at the hardware and software levels of a weapon system.  The CCDC 
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Aviation and Missile Center completed a successful test fire of the Modular Missile Technology 

(MMT-70), an aviation-designated lightweight missile developed with the MOSA construct to 

deliver a low cost and rapid modifications (AMRDEC Public Affairs, 2016).  To further enable 

rapid enhancements, the software architecture allows for the addition of subsystem changes 

without modifying the source code of other subsystems for the missile (AMRDEC Public 

Affairs, 2016).  The Navy is also showing successful implementations of open systems 

architectures in its Common Afloat Network & Enterprise Services (CANES), publishing a 

development stack for vendors to incorporate in providing open system capabilities on ships 

(Schmidt & Sledge, 2016). 

In a proprietary system, the Army has no straightforward means of determining where the 

components originated or how crucial data is handled.  Unfortunately, the Army typically 

discovers the origins after the system has been exploited and an investigation is conducted.  The 

proprietary nature of the system thwarts our ability to rapidly adapt and counter cyber threats, 

making a vulnerability more exploitable and severely impacting mission effectiveness or 

readiness.  Army leaders and engineers must break the paradigm that feeds this approach and 

move to partnerships focused on the use of open systems (Clinton, 2015).  

Industry is leading the way in open systems architectures and partnering together to 

provide increased functionality and reduced costs.  The automotive industry was an early 

advocate for open systems, beginning with the hardware components for vehicles.  Customers 

repair their vehicles by using parts available from multiple manufacturers, because the 

automobile giants subscribe to a set of standards the parts suppliers also follow.  In addition, the 

Boeing Dreamliner 787 uses an open architecture for its systems and works with numerous 

partners to provide these systems.   
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The partnering process succeeds when industry and government work together and 

develop the open systems approach based upon agreed standards (McCormick, Cohen, Hunter, & 

Sanders, 2018, Clinton 2015).  In cases like the FACETM and SOSATM consortia, industry and 

the DoD benefit from the open systems approach, since more industry partners can compete to 

provide innovative solutions for the capabilities the services need.  The services benefit by 

having more competitive pricing from their providers (Serbu, 2019).  

This research opened awareness of the long-understood need for open systems as a means 

to reduce costs and development times.  However, many articles illustrated that open systems 

approach adoption has been slow, despite several examples of success.  There is a renewed focus 

on using open systems, and the requirement to make and keep our systems more survivable in a 

cyber-contested environment has boosted that need.  Adoption of open systems is proven to 

reduce costs over time and enable more rapid development and integration of systems.  For the 

purpose of cybersecurity, open systems provide the opportunity for more participants to have 

their innovative approaches for inserting cyber-resilient solutions into the architecture compete.  

The dark side of the cyber equation uses collaboration and sharing to enhance the tools and 

tactics to create malware or exploit vulnerabilities in systems, proving the power of many.  This 

same thought process can be put into the development of cyber-resilient solutions. 
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Conclusion and Recommendations 

Interpretation of Results 

The Army must accept the fact that there will be cyber-attacks on its systems, and it is 

realistic to assume some will be successful.  Reviewing the successful attacks in the commercial 

space tells us there is a growing appetite for hackers—including nation-states—to use cyber-

based methods to steal information, deny use of systems, or engage in other destructive actions.  

Quantify the number of potential threats is extremely difficult, due to the rapidly growing and 

changing nature of the cyber environment (Dimase et al., 2015).   

The information gathered in this research indicates the futility in spending resources on 

proprietary systems that employ a solution known only to the developer, as this increases the risk 

to the system.  This study illustrates that a 100% guarantee that a system is secure is 

unobtainable, and Army program managers are better served by adopting a risk-based approach, 

leading them to be more cyber-resilient.  In adopting an open systems approach and knowing 

there is a good chance of a successful cyber-attack, program managers can develop the system to 

minimize the negative impact and to allow for rapid remediation to secure the system and return 

to normal operations.   

Meeting the System Survivability KPP requires a strong cybersecurity posture that is 

much more than passing a security scan and documenting the system’s vulnerabilities and 

mitigation strategies to obtain an ATO.  This KPP goes beyond the initial fielding requirements, 

since the weapon system must be cyber-resilient while in the field.  This is not something that 

can happen overnight; rather, cyber resiliency is achieved through a well-planned and designed 

architecture that is capable of being adapted to address newly discovered vulnerabilities and new, 

increasingly sophisticated cyber threats.  Army weapons need well-trained users of the system to 
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work the TTPs and fight through a cyber attack by recognizing the attack and performing actions 

to mitigate and recover the system to continue with the mission.  A cyber-resilient system can 

limit the impact of an attack, mitigate the threat, improve the security posture, and return to 

normal operations.   

Recommendations 

The following recommendations, which are proposed for consideration, are a result of 

reviewing the literature from government and industry and conducting deliberate analysis of the 

advantages and disadvantages of open systems architecture.   

Recommendation 1:  The Defense Science Board, made up of about 50 retired senior 

military, government, and industry leaders, pointed out, “Areas to be pursued in the longer term 

should include: development of special purpose system architectures with inherent resilience, 

systematic analysis of potential modes of cyber vulnerability of systems, use of emerging 

technology developments for system resilience” (Gosler et al., 2013, p. 95).  To achieve fielding 

systems with “inherent” resilience, which in turn helps the system to satisfy the System 

Survivability KPP, the Army must embrace and implement the adoption of open systems 

architecture at the foundation of the system design.  Program and project managers must be more 

diligent in pursuing the open system approach codified in DoDD 5000.01 and DoDI 5000.02.  

Senior leaders across the DoD need to place more emphasis on open systems and cyber 

resiliency as part of the definition of a successful program and recognize the program and project 

managers who incorporate these architectures into their systems.  Increased adoption of OSA 

will only occur at an increased pace if senior leadership champions the effort. 

Recommendation 2:  Every new start program, modification, or upgrade must include 

early design considerations for addressing requirements for the system’s ability to meet the 
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Cyber Survivability Attributes (CSA) to prevent attacks from cyber threats, mitigate attacks by 

detecting and responding to them, and quickly recover the system to full functionality.  Each 

milestone decision of a new start or major upgrade should require documented evidence 

depicting the ten CSA attributes being addressed by the design or approved variance based upon 

a sound risk assessment weighed against the system’s mission.   To accomplish this, the Army 

must train the acquisition workforce to understand the role it plays in the cybersecurity portion of 

system survivability, which we can accomplish by placing an emphasis on cybersecurity and the 

actions necessary for professionals taking classes in the Engineering, Test, Logistics, 

Contracting, and Finance career field courses within the current DAU curriculum.  The entire 

team must be on board with cybersecurity if the system is going to meet the System Survivability 

KPP.  The contracts must identify the CSAs as part of the requirements, and finance must budget 

for the work. The engineering teams for the services and industry must understand what they 

have to design and build to meet the CSAs intent.  The test community must conduct rigorous 

testing at all levels to ensure it meets the System Survivability KPP.  Users must understand how 

to operate the system and fight through cyber attacks using appropriate TTPs to keep their 

tactical advantage. 

Recommendation 3:  Engineering and technical courses conducted by DAU must 

incorporate more discussion and examples of success in using open systems architectures.  

Adding this discussion as part of the Systems Planning, Research, Development and Engineering 

(SPRDE); Information Technology (IT); and Program Management (PM) curricula at all levels 

will initiate an awareness of the value this approach brings over the lifecycle of the system.  

Education must be included as a foundational element of introducing change, given that much of 

the workforce learns from experience gained on the job.  If incoming engineers, analysts, and 



OPEN SYSTEMS AND CYBER RESILIENCY  64 

 

scientists are gaining their practical knowledge primarily from an existing workforce that is 

operating based on experience and their personal comfort using proprietary solutions, they will 

propagate this philosophy to the next generation, and status quo will become the safe, 

comfortable choice.   

Recommendation 4:  Incoming program and project managers and deputy project 

managers are required to complete the DAU-provided Program Manager’s Course - PMT 401.  

This is a valuable course, as it educates through a series of case studies from a variety of past 

program experiences.  This course should be modified to include a segment on cybersecurity and 

spend time sharing examples of successful breaches in industry and the government.  At the 

classified level, these discussions should include any specific instances of cyber-attacks on 

military weapon systems.  The course would benefit by including special topic discussions on the 

Survivability KPP to include the specific importance of the ten Cyber Survivability Attributes 

that are essential in keeping a system operational in the event of a cyber attack.  The course 

should include segments on open systems approaches to developing systems and must contain 

frank discussions on the advantages and disadvantages this approach provides to the various 

types of system development.  Every program manager should enter his or her assignment with a 

solid understanding of the impacts a weak security architecture will have on his or her fielded 

systems.     

 Recommendation 5:  Programs must take advantage of the numerous organizations, such 

as FACETM and SOSATM, to help understand the advantages of open system and learn how to 

incorporate them into contracting language.  Program managers need to assign the appropriate 

technical and contracting professionals in their organizations and encourage their industry 

counterparts to join and attend meetings of organizations that work to develop standards for 
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cybersecurity and open systems.  Collaboration assists in formulating sound practices and further 

enhancements to make systems more secure and adaptable.  
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Appendix A: Acronyms 

ADD Aviation Development Directorate 

AMD Advanced Micro Devices 

AMRDEC 
Aviation and Missile Research, Development and Engineering 

Command 

ARCYBER Army Cyber Command 

ASA(ALT) Assistant Secretary of the Army (Acquisition, Logistics & Technology) 

ATO Authority to Operate 

AvMC Aviation and Missile Center (formerly AMRDEC) 

BBP Better Buying Power 

C4I Command, Control, Communications, Computers, and Intelligence 

CANES Common Afloat Network & Enterprise Services 

CBRN Chemical, Biological, Radiological and Nuclear  

CCDC Combat Capabilities Development Command (formerly RDECOM) 

CDD Capability Development Documents 

CIO Chief Information Officer 

COTS Commercial off the Shelf 

CPU Central Processing Unit 

CSA Cyber Survivability Attributes 

DoD Department of Defense 

DoDD Department of Defense Directive 

DoDI Department of Defense Instruction 

DAU Defense Acquisition University 

DCGS Distributed Common Ground System 

DHS Department of Homeland Security 

DSB Defense Science Board 

DTIC Defense Technical Information Center 

FACETM Future Airborne Capability Environment 

GAO Government Accountability Office 

GPS Global Positioning System 
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GCS Ground Control Station 

HOST Hardware Open Systems Technology 

HQDA Headquarters Department of the Army 

HVAC Heating, Ventilation, and Air Conditioning 

IMA Integrated Modular Avionics 

IP Internet Protocol 

IRS Internal Revenue Service 

IT Information Technology 

JBC-P Joint Battle Command - Platform 

JCIDS Joint Capabilities Integration and Development System 

JCS Joint Chiefs of Staff 

JSF Joint Strike Fighter 

JTRS Joint Tactical Radio System 

KPP Key Performance Parameter 

MG(R) Major General (Retired) 

MMT Modular Missile Technology 

MOSA Modular Open System Architecture 

NASA National Aeronautics and Space Administration 

NAVAIR Naval Air Systems Command 

NETCOM Army Network Enterprise Technology Command 

NIPR Non-classified Internet Protocol Router 

OA Open Architecture 

ODASD Office of the Deputy Assistant Secretary of Defense 

OEM Original Equipment Manufacturer 

OPM Office of Personnel Management 

ORD Operation Requirements Documents 

OSA Open System Architecture 

OSRVT One System Remote Video Terminal 

PEO Program Executive Office 

PLC Programmable Logic Controllers 
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PM Program (or Project) Manager 

RMF Risk Management Framework 

SBIR Small Business Innovation Research 

SLOC Source Lines of Code 

SoS System of Systems 

SOSATM Sensor Open Systems Architecture 

SPAWAR Space and Naval Warfare Systems Command 

SPRDE Systems Planning, Research, Development and Engineering 

SSCF Senior Service College Fellowship 

SSL Secure Socket Layer 

STEM Science, Technology, Engineering, and Math 

TTP Tactics, Techniques, and Procedures 

UAS Unmanned Aerial System 

UDP User Datagram Protocol 

USB Universal Serial Bus 

USCYBERCOM United States Cyber Command 

USD(AL&T) Under Secretary of Defense (Acquisition, Logistics & Technology) 

 


